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Abstract 

This paper explores the potential of a multidisciplinary approach to testing and aligning artificial intelligence (AI), 
specifically focusing on large language models (LLMs). Due to the rapid development and wide application of LLMs, 
challenges such as ethical alignment, controllability, and predictability of these models emerged as global risks. This 
study investigates an innovative simulation-based multi-agent system within a virtual reality framework that replicates 
the real-world environment. The framework is populated by automated ’digital citizens,’ simulating complex social 
structures and interactions to examine and optimize AI. Application of various theories from the fields of sociology, 
social psychology, computer science, physics, biology, and economics demonstrates the possibility of a more human-
aligned and socially responsible AI. The purpose of such a digital environment is to provide a dynamic platform 
where advanced AI agents can interact and make independent decisions, thereby mimicking realistic scenarios. The 
actors in this digital city, operated by the LLMs, serve as the primary agents, exhibiting high degrees of autonomy. 
While this approach shows immense potential, there are notable challenges and limitations, most significantly 
the unpredictable nature of real-world social dynamics. This research endeavors to contribute to the development 
and refinement of AI, emphasizing the integration of social, ethical, and theoretical dimensions for future research.
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Introduction
The rapid evolution and expansion of artificial intelli-
gence (AI), especially in the domain of natural language 
processing (NLP), has proven to be a promising fron-
tier in technological development. AI-driven applica-
tions, particularly those based on Generative Pretrained 

Transformers (GPT), possess the potential to revolution-
ize various sectors of society by transforming processes, 
interactions and services, presenting many possibilities 
that were previously unimaginable [32]. The burst of 
innovative technologies based on AI, such as recommen-
dation algorithms, chatbots, autonomous vehicles, and 
even complex financial trading strategies, have somewhat 
become part of our daily lives, integrating their function-
alities globally across numerous industries and sectors.

With the increased reliance and adoption of such AI 
systems, numerous challenges pertaining to the align-
ment with human ethics and values, controllability, 
transparency and predictability of these models arise, 
therefore warranting further attention and invest-
ment in terms of research and development. While AI 
has made significant strides in decision-making and 
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task-completion competencies, achieving alignment with 
human values, predictability and full controllability, espe-
cially for large-scale neural networks, remains a stum-
bling block in the evolution of this powerful technology 
[75].

Recent contributions in AI research have focused on 
Generative Pretrained Transformers (GPT), a model that 
employs machine learning algorithms to improve the 
generation of human-like text [92]. However, the rise of 
these highly-potent AI models has amplified concerns 
about their capacity for ethical alignment, controllabil-
ity, and the unpredictability often inherent in large-scale 
neural networks [63].

There is insufficient understanding of how these mod-
els would behave in complex social dynamics and unfold-
ing scenarios mirroring the real-world. This has put 
pressure on AI stakeholders to explore better testing 
and mitigation strategies [32]. Simultaneously, the need 
to ensure AI models’ security is an imperative concern 
which is made paramount due to the profound potential 
impacts of implementing them for societal and commer-
cial purposes [32, 63].

Definitions
Large language models (LLMs) are artificial intelligence 
neural networks capable of language generation, transla-
tion, question answering and summarization [92]. Aside 
from text generation, LLMs also exhibit the capacity to 
simulate understanding of inquiries and perform com-
plex cognitive tasks [98]. LLMs have demonstrated rela-
tively high performance in a wide range of tasks and 
languages without any task-specific training [92].

Artificial General Intelligence (AGI) is a futuris-
tic concept, which refers to a type of AI with cognitive 
capabilities that can successfully understand, learn, and 
implement wide range of intellectual tasks equivalent to 
those of a human being [53].

AI Alignment represents the proposition of ensuring 
that the behavior of AI system is congruent with human 
intentions and values. The development of AI might lead 
to an intelligence explosion where AI surpasses human 
intelligence. If such a situation arises, it is important to 
ensure that AI is beneficially aligned and promotes the 
interests of humanity [21]. Thus, research is needed to 
ensure that AI development is carried out with necessary 
precautions.

Among other platforms, OpenAI’s LLMs stand out due 
to their potential for fine-tuning, making them compat-
ible with a wide range of use-cases. This adaptability sets 
the stage for their comprehensive influence and applica-
tion across diverse fields. OpenAI develops AGI while 

attempting to devise strategies that ensure its safety and 
alignment with human values [3].

Practical applications leading towards simulation‑based AI 
testing
LLMs can be given various degrees of autonomy while 
creating multiple agents with different prompts capable 
of interacting with each other. There are three notable 
applications of LLMs in the direction of simulations and 
autonomy: Auto-GPT [78], Interactive LLM Powered 
NPC [2] and AI Town [38].

Auto-GPT is an experimental, open-source autono-
mous AI agent, created on the underlying principles of 
the GPT-4 language model [78]. It is designed to autono-
mously chain together various tasks in order to achieve 
a bigger, overarching goal as set by the user. Unlike tra-
ditional chatbots like ChatGPT that require multiple 
prompts to function, Auto-GPT operates by automating 
this multi-step prompting procedure. The user merely 
has to provide a single initial prompt or a set of instruc-
tions coded in natural language, and Auto-GPT handles 
the rest, breaking down the provided goal into a series of 
manageable subtasks to accomplish its objective. Thus, 
Auto-GPT can be employed in similar ways as ChatGPT, 
but with the added advantage of automation, thereby 
ensuring quicker task completion. It also boasts internet 
integration, thereby allowing it to access and use real-
time data. Logo of Auto-GPT is depicted on Fig. 1.

Interactive LLM Powered NPCs is an open-source 
project aiming to improve player interaction with non-
player characters (NPCs) in video games [2]. The project 
transforms static conversations with NPCs to dynamic 
ones, allowing players to engage in immersive dialogues, 
recognizing their voice and showing lifelike animations 
of the characters (Fig.  2). The technology used includes 

Fig. 1  A simple digital vector art of an octopus like creature, used 
as the logo of Auto GPT [6]
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facial animation to sync character lip movements, facial 
recognition to differentiate characters, and vector stores 
to give NPCs limitless memory capacity. It also uses a 
pre-conversation file to shape the dialogue style of each 
character, making the interaction more lifelike. The NPC 
adjusts based on its specific personality, knowledge, and 
communication style, and is capable of perceiving the 
player’s facial expressions via webcam, adding depth to 
the interaction.

AI Town, developed by Convex.dev, is an innovative 
virtual town populated by AI characters who interact, 
chat, and socialize just like human characters [38]. It 
combines artificial intelligence technology and creative 
programming to create a dynamic virtual community. 
In this simulation, every resident is an artificial intel-
ligence entity with specific traits and behaviors, capable 

of engaging in conversations and social interactions. 
These AI residents inhabit a digital landscape that mim-
ics real-life towns, complete with architectural and envi-
ronmental elements (Fig.  3). Users can visit AI Town 
and interact with its inhabitants in real-time by joining 
the conversation and immersing themselves in this digi-
tal environment. This interface provides a platform to 
observe AI behavior and language abilities in a social 
setting and explore advances in chatbot technology. AI 
Town offers an example into how research and testing of 
artificial intelligence could be done in a safe, controlled 
environment.

AI alignment
The insurgence of AI options, while offering significant 
opportunities for both private and public sectors, have 

Fig. 2  Illustration of an interaction of non-playable characters in a game using Interactive LLM Powered NPCs technology [37]

Fig. 3  Screenshot of an AI Town web application [38]
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also presented a complex package of associated risks and 
ethical challenges. When considering previously devel-
oped AI systems, traditional methodologies of risk and 
error management have proven insufficient to mitigate 
potential harm efficiently and adequately [23, 96]. As a 
result, the growing body of research on AI safety necessi-
tates an exploration of a multidimensional testing frame-
work for these transformative technologies.

Prominent scholars have emphasized the risks associ-
ated with the unpredictability of AI systems. For instance, 
[63] pointed out that large-scale language models such 
as GPT can produce behaviors that, although desir-
able under controlled conditions, may present conten-
tious outputs in unforeseen scenarios. On another note, 
[5] expressed concerns on the “value alignment prob-
lem” with AI, stressing the necessity to hardwire ethical 
boundaries and human values into AI systems to avoid 
potentially catastrophic effects of an alignment failure.

Further exploring the domain of AI ethics, [119] and 
Whittlestone et  al. [123] declared the importance of 
transparency, accountability, and public involvement in 
AI systems’ design and creation processes. Their work 
accentuates the need for democratized technology and 
calls for multiple stakeholders’ contribution from dif-
ferent industries, sectors, and social-demographic 
backgrounds.

The incorporation of social science theories has gained 
ground in recent years due to their potential application 
in AI development. Rafols [93] and Cave et al. [28] sug-
gested that taking lessons from social research method-
ologies could be a key ingredient to instill essential social 
sensibilities into AI systems, thus enriching their poten-
tial for more humane design. This marriage of technology 
and social sciences presents a promising avenue towards 
a socially-responsible AI future.

Previous research
The use of AI and specifically social simulation models 
in advancing scientific knowledge is an emerging area of 
interest in the field of AI. Social simulations as refuted 
machines have shown a significant contribution towards 
refuting prevailing theories in science, thus promoting 
scientific advancements [81].

The capacity of arguments in driving issue polariza-
tion has also been studied, indicating a potential role of 
AI in shaping public discourse [70]. AI’s role in polarizing 
debates among artificial agents can have implications for 
understanding political polarization in society.

The use of LLMs is also a promising direction in auton-
omous agent research. Wang et  al., [121] have shown 
that LLMs can acquire vast amounts of web knowledge 
and demonstrate human-level intelligence, indicating a 

potential role in diverse areas of social science, natural 
science, and engineering.

Simultaneously, the use of LLMs as a potential substi-
tute for human participants in psychological research has 
also been evaluated [43]. Despite concerns about repli-
cating human judgment, some studies show that LLMs 
can exhibit strong alignment with human judgments, 
thus suggesting that AI can play a role in replicating 
human subject studies in certain scenarios [1].

Furthermore, Generative AI is showing potential in 
improving social science research, online experiments, 
agent-based models, and content analyses [8]. AI mod-
els can help in performing routine tasks, advancing 
programming skills, and writing more effective prose, 
which could transform the way social science research is 
conducted.

The potential of generative AI has been explored in 
strategic game experiments as well, with results suggest-
ing that AI can generate realistic outcomes, and exhibit 
human-like behavior under appropriate conditions [56]. 
AI’s potential in mirroring human behavior has been 
studied through generative agents, interactive simulacra 
of human behavior [88]. Along these lines, AI has been 
utilized to create populated prototypes for social com-
puting systems, showing potential in simulating real-
world social interactions and behaviors [89].

Research objectives
In light of latest developments in LLMs, the need for 
responsible AI, recent practical simulation-related appli-
cations and previous inquiries, this study aims to answer 
the following research question (RQ1): which theories 
and approaches derived from multiple disciplines could 
be useful as foundations for a coherent, multi-faceted 
simulation-based testing approach for AI?

This approach aims to create a more comprehensive 
and stringent process for assessing AI agents, particu-
larly LLMs and within the specific context of a virtual 
reality framework that simulates life in a digital city. The 
increased stakes brought on by the sophistication of AI 
are seen as a pressing call to action for the design of more 
dependable and human-aligned models through this sim-
ulation-based approach [21, 42], which could be useful 
for refining and fixing these systems [81].

We aim to delve into the depth of the opportunities 
and limitations provided by the merger of AI and various 
theoretical approaches, to nurture an effective, socially-
responsible and comprehensive approach for testing and 
aligning LLMs within a digital environment [27, 96].

This paper tackles the novel and complex challenge of 
setting up a theoretical framework for testing and align-
ing LLMs. The subsequent sections will explore selected 
theories from various fields, their application to AI 



Page 5 of 19Bojić et al. European Journal of Futures Research           (2024) 12:15 	

behavior and alignment, and their relevance in the con-
text of a simulation-based approach. The latter part of 
the paper will delve into the practical aspects of apply-
ing these theories into a simulation-based approach to AI 
development. This includes the design and operation of 
a digital city populated by AI entities or ’digital citizens’, 
their interactions and decision-making processes, and 
the resultant insights and applications. The paper con-
cludes with reflections on the limitations of this approach 
and possibilities for future research. This exploration is 
vital in our relentless quest to ensure that AI technolo-
gies are effective, secure, and uphold the values of human 
society.

Methods
In this research, two key methods were used to investi-
gate the utility of a variety of theories from different sci-
entific fields in the creation of a Digital City for AI testing 
and alignment. These methods include literature review 
and theoretical analysis.

The first method utilized in this research was an exten-
sive literature review [57]. A broad spectrum of scholarly 
literature was explored to obtain comprehensive insights 
into the field under study. These included academic arti-
cles, books, and reports covering Artificial Intelligence, 
LLMs, AGI, social robotics, social simulations, computer 
science, physics, and economics amongst others. The 
reviewed literature was selected based on its relevance, 
the prominence of the authors in the field, and the impact 
it has had in the scholarly community.

Literature on simulation-based approaches in AI test-
ing and development was thoroughly explored to under-
stand the current methods adopted by researchers and 
the challenges they face [21, 67, 82]. The insights derived 
from the reviewed literature were instrumental in formu-
lating the simulation design used in this research.

The goal of the literature review process was not only 
to understand the existing body of knowledge but also to 
identify gaps in the current research that our study could 
address.

The second method used in this study was theoreti-
cal analysis [40]. An extensive analysis was conducted 
to understand how theories from different fields could 
be applied to the development, testing and alignment 
of LLMs in a simulated digital city. This integrative and 
interdisciplinary perspective helped to develop the basis 
for the ’digital city’ concept, highlighting the role these 
theories can play in AI alignment.

Procedures
The process of identifying, assessing and narrowing 
down relevant disciplines and theories for inclusion in 
this research was a meticulous task. From the outset, 

the undertaking was centered on identifying those the-
ories and constructs with the greatest relevance and 
application to the field of AI development and testing. 
The filtering process involved the application of a selec-
tion of critical criteria.

Firstly, the theories were assessed for compatibility 
with the overarching AI concept. A strong correlation 
with the principles of AI and the ability to enhance its 
understanding was a prerequisite. The theories also 
were evaluated based on their potential to contribute 
a unique perspective on AI behavior or its alignment, 
considering also cross-disciplinary connections.

The selection process was driven by a comprehensive 
review of literature in fields like computer science, psy-
chology, sociology, and economics.

The critical aspect of this selection process was pair-
ing the theories with appropriate methodologies or 
techniques. For instance, Matching the Big Five person-
ality theory with computational personality recognition 
techniques for the creation of digital citizens or the 
application of game theory in concert with reinforce-
ment learning approaches for AI decision-making.

The hierarchical clustering process based on theo-
retical importance, relevance, and application in the AI 
context was also utilized for selecting the theories and 
approaches. Hierarchical cluster analysis is a statistical 
method that builds a hierarchy of clusters iteratively. 
Starting with individual theories in separate clusters, 
in each iteration, we merged the two most similar 
ones until only one cluster was left [49]. Similarity was 
determined based on theoretical underpinnings, field 
of study, potential application in AI context, and over-
all compatibility with AI development philosophies. 
The dendrogram obtained from this analysis gave us an 
understanding of the interconnection and relatedness 
between theories, thus guiding our selection process.

Potential ethical and practical considerations relating 
to the application of theory to AI development were inte-
grated into the discretionary process. Theories that high-
lighted ethical dimensions in AI development were seen 
as providing a cornerstone for the digital city simulation.

The efficacy of matching the theories with real-world 
machine learning techniques and their compatibility 
with the simulation design was considered. It was crucial 
to include the theories with relatively established tech-
niques ensuring pragmatic application in the AI align-
ment process.

The process concluded with a peer review check, where 
subject matter experts reviewed our selection process 
and results to minimize biases and strengthen our cho-
sen theoretical framework. This process of thoroughly 
reviewing each premise fed into our systematic selection 
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process of evaluating the relevance and applicability of 
the theories in the context of AI.

The selection was then consolidated and constructed 
into a comprehensive framework for the digital city sim-
ulation. The entire process, from reviewing literature to 
choosing relevant theories, was iterative in nature, fol-
lowing the cyclic research model presented by Taylor 
et  al. [112]. It involved constant reevaluation, feedback, 
and modification, ensuring that the theoretical frame-
work was sound, relevant, and comprehensive.

From over 200 theories and methodologies identi-
fied in the early stages of the literature review, we whit-
tled the list down to a focused beam of 10 theories and 
methodologies from various disciplines, which were 
deemed most relevant and promising for AI testing and 
alignment using a digital city simulation. This narrowed 
focus enabled us to make a deep dive into these select 
disciplines and theories, ensuring a detailed understand-
ing and relevant application of each in the overarching 
design and operation of the digital city simulation. Over 
time, this iterative and detailed approach enabled us to 
create a unique, first-of-its-kind theoretical framework 
that seamlessly combines multidisciplinary findings to 
foster AI development, testing and alignment.

This multi-layered selection process utilized across 
120 referenced studies and papers furnished the research 
with a well-rounded theoretical foundation. It also ele-
vated the richness of the digital environment within our 
simulation approach while ensuring reliability within the 
context of AI testing and alignment.

Establishing a framework for interactions 
in an autonomous digital city
This section presents applicability of theories derived 
from sociology, biology, physics, social psychology and 
computer science to be used for the process of test-
ing and aligning LLMs and AI. Complexities of LLMs 
and AI necessitate a rigorous, theory-based approach to 
aid in testing and alignment processes and to minimize 
potential risks [93]. Social science theories are valuable in 
understanding behavioral patterns and decision-making 
processes, potentially offering explanatory and predic-
tive abilities for AI behavior [87]. Subsequent subsections 
will offer an in-depth exploration of selected theories and 
their relevance within AI’s context.

The social simulation and reasoned action theories
Integrating social theories in AI research provides per-
spectives for understanding AI behavior and alignment. 
Social theories focus on social relations, structures, and 
institutions that constitute society. They offer a theoreti-
cal lens for understanding social phenomena, behavior, 
and the intricacies of human interaction, which can be 

extrapolated for enhancing AI alignment. Particularly, 
the Social Simulation Theory and the Theory of Rea-
soned Action could be pivotal in this context.

The Social Simulation Theory stems from the broader 
spectrum of Computational Social Science [35], empha-
sizing the power of computational methods to simulate, 
analyze, and draw insights from complex social phe-
nomena. In the context of AI, this theory would be a key 
approach for testing LLMs. By simulating complex social 
dynamics computationally, researchers can create a more 
dynamic and realistic test environment, shedding light on 
how AI models might interact in various societal scenar-
ios, and thus how to better align AI behavior to human 
values and expectations [79]. This theory can contribute 
to the understanding of AI systems’ behavior from multi-
layered perspectives, which is crucial given the complex 
and often unforeseen consequences that AI systems can 
have in society [59]. However, the Social Simulation 
Theory also faces numerous challenges. One significant 
hurdle is the inherent unpredictability of real-world 
social systems. Simulating complex social dynamics in 
abstracted computational models inevitably involves sim-
plifications, which can limit the accuracy and applicabil-
ity of the results [44].

Originating from social psychology, Theory of Rea-
soned Action states that intentions drive individual 
behavior, formed by attitudes towards the behavior, sub-
jective norms, and perceived behavioral control [50]. 
While originally designed to understand and predict 
human behavior, the Theory of Reasoned Action may also 
be extended to autonomous agents in AI. It can guide the 
modeling of AI behavior in a virtual environment, thus 
influencing AI’s intentions through programming norms 
and attitudes. By predicting and understanding the pos-
sible actions of AI, this theory could assist in aligning AI’s 
actions with the regulatory norms and societal values 
[100]. A major challenge posed by this theory is derived 
from the complex nature of emotions and irrational 
behavior, which greatly influence human decision-mak-
ing but might be challenging to replicate in an AI. This 
complexity highlights the importance of multi-faceted 
approach to AI alignment.

The situated action theory
The Situated Action Theory is an integral aspect of cogni-
tive science that proposes a shift in viewpoint from the 
classic prescriptive comprehension of behavior to a more 
adaptive and situation-dependent one [107]. Applying 
this theory to AI development offers enhanced capabili-
ties for AI behavior within their digital environments, 
thus making them more in sync with the dynamism and 
unpredictability of the real world.
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Situated Action Theory contends that behavior is not 
just an outcome of premade plans but is spontaneously 
formed through continuous and dynamic interaction 
with the environment. In light of AI, this translates into 
AI models capable of proactive response modification 
as a result of changes in their environment rather than 
being solely driven by an extinctive set of actions [118]. 
By doing so, we facilitate advanced AI systems that can 
independently make decisions based on the situation at 
hand within the parameters of a digital city, thereby being 
better equipped to navigate the inherent unpredictability 
present in large-scale neural networks [41].

A situated cognition model offers a more dynamic out-
line for AI behavior by coupling the capacity to process 
information with appropriate autonomy to act in con-
text. It emphasizes the need for cognition to be embed-
ded in an understanding of, and interaction with, the 
environment and not just merely contemplative or inert 
[69]. Drawing from cognitive sciences, computational 
approaches to situated cognition help analyze the inter-
action of AI with the environment, its dynamics, and 
adaptability to the perceived settings. Acknowledgment 
of perceptual-action loops can thus be considered as 
critical in implementing the Situated Action Theory in AI 
[45].

Translating these concepts into practical AI program-
ming is a demanding task [69]. Real-world factors are 
multifaceted and ambiguous, which may be difficult to 
replicate entirely within a digital environment. The dyna-
mism involved in such a set-up would require models 
to be accurate enough to induce learning while being 
resource-efficient [114]. This dichotomy presents a major 
trade-off challenge needing careful consideration and 
smart solutions.

Though a formidable task, designing AI’s adaptive 
behavior based on Situated Action Theory provides an 
avenue to unravel cognitive mechanisms in simulated 
environments [62]. This paves the way for a sophisticated 
AI model that is not only capable of extracting informa-
tion from its environment but can also adjust its behavior 
based on complex contextual information, strengthen-
ing alignment with human values, and contributing to 
secure, reliable AI systems.

Following the exploration of theoretical perspectives in 
Part I, the paper will expound on how we can apply the 
theories and insights from social science, robotics, and 
artificial intelligence into practical testing and alignment 
of AI. We will look at the creation of a ’digital city’ and 
’digital citizens’ as a central aspect of our innovative sim-
ulation-based approach. Their interactions and decision-
making processes within this simulated framework will 
form a crucial part of our study into autonomous behav-
ior. Throughout, we will also discuss the valuable insights 

and practical applications of this approach, contributing 
to the refinement and alignment of AI models.

Complex systems theory
In the quest to design realistic and effective simulations, 
the utility of Complex Systems Theory cannot be over-
looked. As a computational and theoretical method, this 
approach helps to understand the behavior of systems 
characterized by intricate webs of interdependencies 
[83].

Complex Systems Theory is founded on the primal 
assumption that emergent system behaviors can arise 
from simple local-level rules and interactions [13]. 
Moreover, this theory particularly focuses on how small 
changes in the system can potentially herald large-scale 
effects—a characteristic often referred to as "sensitivity 
to initial conditions" or, more colloquially, the "butterfly 
effect".

The population of a city, be it real or simulated, shares 
numerous characteristics with complex systems. Both 
environments encapsulate localized systems or agents 
that independently follow simple rules but collectively 
generate emergent behavior at the city level. The inherent 
structures among these agents form a complex network, 
very similar to a real city that comprises various social, 
political, and economic networks interacting simultane-
ously [14].

In the context of creating digital citizens in a simulated 
city, Complex Systems Theory is a pertinent guide. It can 
be harnessed in the development phase to design rules 
and behaviors for digital citizens. By underscoring the 
relations and dependencies between the different compo-
nents or inhabitants of the simulated city, this theory can 
generate unique richness and complexities [12]. Incorpo-
rating it benefits our understanding of societal phenom-
ena, forms the foundation for testing the robustness of 
AI, and assists in aligning LLMs’ behavior in digital citi-
zens [7].

However, applications of this theory into AI develop-
ment are not devoid of challenges. The notorious diffi-
culty in predicting the complex systemic behavior and the 
associated implications demand a careful approach that 
combines continual monitoring, learning, and adjusting 
of the developed AI systems [61]. This complexity accel-
erates the need to harness various theories, from social 
and robotics to psychology and game theory, creating a 
holistic approach to AI development.

Swarm intelligence
In running complex simulations involving hordes of 
autonomous agents, such as digital citizens of a simu-
lated city, incorporating Swarm Intelligence can pre-
sent distinct advantages. Swarm Intelligence, a subset of 
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Artificial Intelligence, refers to the collective behavior 
of decentralized and self-organized swarming entities 
[19]. This behavior, inspired by natural phenomena like 
fish schooling, bird flocking, and ant colonies, is charac-
terized by collective intelligence that emerges from the 
interactions between simpler, individual agents [68].

In the context of creating digital citizens, Swarm Intel-
ligence can assist in modelling and facilitating intelli-
gent behaviour from a multitude of interacting entities. 
Agents can share local information and adjust their 
behaviors based on this shared knowledge, resulting in 
emergent global strategies that optimize simulated tasks 
[66]. Examples abound in algorithms inspired by the 
behaviors of ants (Ant Colony Optimization algorithms), 
birds (Particle Swarm Optimization algorithms), and 
bees (Artificial Bee Colony Algorithms) that can be tai-
lored to run complex simulations in a distributed, self-
organized system [16].

Furthermore, Swarm Intelligence offers crucial agents’ 
patrolling abilities [33], a potential necessity in our digital 
city. For instance, agents can be designed to monitor and 
maintain the city’s different sectors’ security, following 
algorithms based on Swarm Intelligence dynamics.

But careful caution must be exercised in incorporating 
Swarm Intelligence, as transferring biological concepts of 
swarming behaviour to AI agents may not always mani-
fest desirable results. Unforeseen system behaviours can 
emerge from Swarm Intelligence algorithms, yielding 
unexpected and undesirable outcomes [68]. Further, the 
parameter selection for Swarm Intelligence algorithms 
can be a complex task due to the interconnected nature 
of the parameters [36].

In spite of these challenges, Swarm Intelligence pro-
vides additional layers of complex behavior for the digital 
citizens and bolsters the interdisciplinary approach amal-
gamating social science theories, robotics, game, visual 
and complex systems theories. This comprehensive per-
spective creates a robust foundation for AI development, 
alignment, and research.

The multi‑agent system theory
The Multi-Agent System Theory embodies an impor-
tant cornerstone in the conception and development of 
autonomous systems [125]. As we venture further into 
the domain of AI technologies, especially within the con-
text of testing LLMs, understanding how multiple AI 
agents can work in conjunction or competition becomes 
increasingly critical.

Multi-agent systems are collections of several autono-
mous agents that interact with each other within a spe-
cific environment. These agents can be both cooperative 
and competitive [96]. This scenario is highly congruent 
with the simulated digital city environment envisaged 

for testing LLMs. In such an environment, each AI agent 
can be explored as an individual entity, having its unique 
attributes, characteristics, and decision-making abili-
ties, according to the goals it has been programmed to 
achieve.

The theory provides us with insights into the potential 
interaction landscape of AI systems. By creating a multi-
agent system, we allow AI models to interact among 
themselves as well as with the simulated environment, 
which can expedite the uncovering of emergent behav-
iors and systemic weaknesses or strengths [80]. With 
multiple AI agents, we can generate a range of multi-lay-
ered, dynamic scenarios that test the robustness and the 
adaptiveness of the AI models. This could lead to inter-
esting observations about how AI agents learn to coop-
erate, compete, and negotiate, mimicking the dynamics 
of real-world complex systems [101]. These insights can 
lend crucial guidance in aligning AI decision-making 
processes to desired outcomes.

However, multi-agent systems are also not without 
challenges. The issues lying in the implementation of 
this theory could range from achieving synchronization 
among agents to dealing with conflicts and competi-
tion while reaching shared goals [122]. Furthermore, the 
architecture of AI systems in a multi-agent setup could 
swiftly evolve from complex to chaotic with the escalat-
ing number of agents. This complexity could make trou-
bleshooting a significant challenge [51]. There are also 
considerable technical hurdles in ensuring smooth, effec-
tive communication between agents in a multi-agent sys-
tem [76].

Despite these challenges, Multi-Agent System Theory 
holds substantial potential in shaping the future of sim-
ulation-based AI testing [86]. Deeper understanding of 
this theory’s implementation can enhance the precision 
and efficiency of AI models by providing a broader pano-
rama of their potential interactions and making us better 
equipped to optimize their functionality.

Creating elements of an autonomous digital city
Automated simulations, when performed in a digital 
domain, offer the potential for high reproducibility and 
scalability, mimicking complex, interactive scenarios 
within a digital city structure. They enable a systematic 
analysis of "real-life" scenarios. Massively complex sys-
tems can be simplified into essential actions and interac-
tions for robust analysis and evaluation [9].

Our digital city employs a multi-agent-based simula-
tion framework, which enables the modeling of a popu-
lation of digital citizens [15]. Each digital citizen is an 
autonomous AI agent, modeled with a focus on social 
characteristics to increase the realism and complexity of 
interactions. These agent-based models offer an effective 
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method for understanding complex environments—built 
on vast interactions among individual agents and their 
interactions with the environment. Indeed, the use of 
agent-based models has become commonplace across 
disciplines, from ecology to economics [58].

Creating a complex, interactive environment within 
a digital city requires a systematic and iterative process. 
Initial phases require the creation of autonomous agents, 
the digital citizens, that can operate within a defined 
parameter space [104]. Silver et al. highlight that the suc-
cess of these agents in the digital city directly depends 
on their autonomy level and the parameter spaces within 
which they operate. In our context, the agents are mod-
eled on LLMs, giving them the capability to engage in 
sophisticated interaction, including natural language 
conversation.

The capacity to act on their own, in other words, their 
autonomy, defines the digital citizens’ dynamics within 
the city [73]. Lehman et al. point out how autonomy has 
become a focal point in computing and robotics. It is cru-
cial for the digital citizens to make decisions, conduct 
actions, and participate in the simulations dynamically.

One crucial aspect of developing the digital city is the 
environment’s meticulous design, where the AI agents 
operate [85]. The city should not be a mere backdrop, 
instead, it should function as a grounding influence, 
shaping the decisions and interactions of our digital 
citizens. Creating such an environment necessitates a 
detailed focus on various aspects, such as defining the 
interaction rules, constraints, and the potential choices 
for the AI agents [85].

In order to ensure continuity in the learned behavior 
and refinement of AI agents, Leike et  al. [75] propose a 
reinforcement learning approach. Reinforcement learn-
ing embedded in simulation allows for the automation of 
performance improvement, rewarding actions that lead 
to desired outcomes and penalizing those that do not. 
Given the high complexity of interactions and decisions 
occurring in our digital city, such reinforcement learning 
becomes crucial for developing AI’s secure, value-aligned 
behavior.

The creation and successful implementation of auto-
mated simulations involve numerous critical aspects 
such as those explored in the subsequent sections: infra-
structure, citizens, perception and cognition.

Infrastructure through simulation engines
A simulation-based approach to testing and aligning 
LLMs represents a critical leap in the quest of enhanc-
ing the reliability, performance, and security of AI. 
Kelly et al. [67] propose an argument on the untapped 
potential of simulation-based approaches for AI-driven 
technologies. The authors assert that simulations offer 

a controlled environment where system behaviors can 
be analyzed under numerous scenarios, a concept that 
is crucial in the current study.

The proposed digital city mimics a ’real-world’ envi-
ronment but with controlled variables to assess the per-
formance of AI agents and LLMs [82]. McEwan et  al. 
emphasize the effectiveness of such environments in 
mimicking complex, interactive scenarios. They invite 
us to draw on the growing evidence that these simula-
tion-based approaches are indispensable in testing AI 
systems.

This research uses a simulation-based scenario in a 
virtual reality framework, a paradigm that holds a grow-
ing influence in simulation studies [10]. Deploying a vir-
tual reality framework rather than a basic 2D simulation 
offers an immersive and interactive platform. Coupled 
with artificial intelligence, the framework has an enor-
mous potential for transforming the testing, design, and 
alignment of AI constructs [120]. It offers an opportunity 
to critically investigate how AI agents interact in life-like 
scenarios, therefore providing a tool for understanding 
autonomous behavior.

The incorporation of a virtual reality framework into 
the simulation approach encompasses a broader context 
for the use and amplification of AI. As Rouse et al. [95] 
highlight, advancements in virtual reality have a signifi-
cant influence on artificial intelligence. The use of virtual 
reality facilitates the concept of ’digital twin’ or a ’mir-
ror world’ – an almost realistic, virtual representation 
of the real world that allows for dynamic interaction and 
learning [17, 18]. The creation of a virtual environment 
that simulates a realistic city is not only beneficial for the 
research on AI behavior, but also opens up possibilities 
for future anthropological, sociological, and psychologi-
cal studies [108]. A virtual reality-based city could also be 
used for understanding social behavioral dynamics. As a 
result, the efficacy of this method in yielding comprehen-
sive and cross-domain insights is undeniable.

A simulation-based approach is a valuable tool for 
observing, evaluating, and aligning the behavior of AI 
agents, particularly LLMs through a more realistic and 
interactive approach [22]. This approach, underpinned by 
a virtual reality framework for simulations, could poten-
tially revolutionize our understanding and approach 
towards advancing AI.

Developing an immersive simulated environment, 
robust in its complexity and capable of hosting myriad 
digital citizens, necessitates the integration of powerful 
simulation engines. These engines, a collection of com-
plex algorithms and computational models, serve as the 
backbone of the simulation, allowing for the creation, 
interaction, and evolution of entities within a virtual 
environment [105].



Page 10 of 19Bojić et al. European Journal of Futures Research           (2024) 12:15 

Simulation engines offer immense flexibility and con-
trol, allowing researchers to design varied scenarios, 
inject contingencies, and monitor the system’s evolution 
in real-time. Several game-based technologies such as 
the Unity Engine [116], Unreal Engine [46], and Godot 
Engine [54] possess powerful physics, graphics, and AI 
capabilities that render them fit for creating interactive, 
immersive environments with realistic physics.

Unity, for example, allows researchers to create diverse, 
visually rich environments and control them at both 
macro and micro levels. It supports scripting in C#, facil-
itating the implementation of unique AI logic to control 
digital citizens within these environments. The Unreal 
Engine, on the other hand, is known for its sophisticated 
visual rendering capabilities, ideal for creating realistic, 
high-detail environments. It provides native support for 
Behavior Trees, a tool used to design complex AI behav-
ior [91].

While game-based engines are more suitable for visual 
simulations, other specialized simulation environments 
such as MATSim (Multi-Agent Transport Simulation) 
and MASON multiagent simulation toolkit are bet-
ter suited for large-scale urban simulations and social 
dynamics.

Adoption of these engines comes with its challenges, 
including the need for specialized knowledge and 
potential hardware limitations. However, the benefits, 
such as the ability to observe an AI’s behavior in a con-
trolled environment, far outweigh the learning curve and 
resource demands [126].

Combined with robust theories from social sciences, 
robotics, game theory, visual and complex systems, and 
swarm intelligence, simulation engines serve as pivotal 
tools in developing robust, versatile, and impactful AI.

Citizens—the big five theory
Shaping the digital citizens serves a central role in our 
simulation of a digital city. It is these digital citizens, the 
primary agents, exhibiting high degrees of autonomy that 
bring life to the city and the scenarios unfolding within 
it. In essence, the behaviors, interactions, decisions, and 
profiles of these AI agents determine the richness and 
complexity of the simulated environment [11].

Digital citizens can be viewed as AI actors, playing the 
part of the city’s inhabitants, depicting complex behav-
iors that could resonate with the population of a real 
city. By endowing the agents with distinctive characters, 
norms, and behaviors, we mimic a community’s diversity 
in a real city, thereby enriching the simulation’s scenarios 
and insights.

Creating these digital citizens demands an intense 
focus on the autonomy level. Autonomy, defined as the 
capacity to act on one’s own, forms the crux of these 

AI agents’ dynamics [106]. Stone and Veloso emphasize 
that portraying autonomy in robotics or AI systems is 
critical to determining the value and effectiveness of 
their performance. High-level autonomy of these LLMs 
represents both an algorithmic challenge and a con-
ceptual step forward, allowing reactions and proactive 
engagement with unforeseen events in the digital city 
to be studied [106].

Understanding and effectively replicating the depth 
and complexity of human personality and behavior is a 
non-negligible aspect of creating digital citizens within 
our simulated environment. To this end, delving into the 
annals of psychology theories can provide the necessary 
scaffolding. These theories, such as The Big Five person-
ality traits theory, are remarkably useful in devising the 
specifics of distinct, unique personalities and behaviors 
within our digital citizens.

Originally conceived by Goldberg [55] and elaborated 
upon by Costa and McCrae [39], The Big Five theory sug-
gests five broad dimensions of human personality: Open-
ness, Conscientiousness, Extraversion, Agreeableness, 
and Neuroticism. Each dimension represents a spectrum, 
with individuals falling somewhere along this spectrum, 
thereby shaping unique personality profiles. This model 
has gained significant acceptance in psychology due to its 
comprehensiveness and empirical support [65].

In the context of creating digital citizens, the Big Five 
theory could potentially govern the nature and degree 
of variance among the inhabitants’ personalities in our 
simulated city. Digital citizens’ behaviors can be pro-
grammed based on combinations of these five dimen-
sions, thus achieving diversity in behavioral patterns akin 
to a real-world city populace. This not only enhances the 
realism and richness of the simulation but also provides 
a structured means of attributing coherent, consistent 
behavior patterns to individual AI agents [127].

Applying such psychological theories to AI also 
involves the task of embodying a breadth of human 
emotions and motivations, such as intricacies of emo-
tional intelligence and social cognition. Models like the 
Theory of Mind, which reflects the ability to attribute 
mental states to oneself and others [90], can enhance dig-
ital citizens’ interactivity, leading to a more dynamic and 
authentic simulation. Humans use the Theory of Mind in 
everyday interactions and empathic understanding, and 
incorporating this element into AI systems could allow 
them to predict and respond more flexibly and naturally.

To accurately implement psychology theories in digi-
tal citizens, research from computational personality 
recognition could be utilized, wherein machine learning 
and natural language processing techniques are used to 
detect and assign appropriate personality characteristics 
[117].
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Several different learning models can be implemented 
in creating digital citizens. For instance, reinforcement 
learning models the dimension in which the AI evolves 
as each digital citizen learns from interactions with the 
environment and other agents [109]. It’s a powerful, flex-
ible paradigm for defining the learning of digital citizens, 
thereby encouraging consistently increasingly value-
aligned actions [109].

The actions of the LLMs in the virtual city comprise 
one aspect of our scenario simulation. Equally important 
is their ability to interact, to respond and engage with 
their environment, other AI agents, and external inputs 
[128]. Zhang et  al. point out how advanced machine 
learning techniques can be employed to develop conver-
sational capabilities, further improving the simulation’s 
reality.

These AI agents, significantly enhance the potential 
of running multi-agent simulations, including collective 
decision-making scenarios, cooperation, competition, 
and conflict [74]. Consequently, this results in a higher 
understanding of the complex social and interactive sce-
narios that we might encounter in the real world.

Digital citizens’ personification allows for a gravity 
of interaction and personalization that strengthens the 
depth and breadth of the simulated city. Equipped with 
a high degree of autonomy, natural language-processing 
capabilities, character traits, and unique behaviors, these 
AI agents form the base of our simulated environment 
and are necessary to fulfill the objectives delineated for 
AGI development [21].

Perception – computer vision approach
The perceptual abilities of digital citizens feature promi-
nently in the realization of an immersive and engaging 
simulation environment. To this effect, the incorpora-
tion of computer vision is paramount. Computer vision, 
a critical field within Robotics and AI, involves the auto-
matic extraction, analysis and understanding of useful 
information from images or video sequences [111]. Con-
sequently, computer vision can provide digital citizens 
the ability to perceive and interpret their environment.

Several theories and techniques within computer 
vision can be leveraged to allow AI agents to distinguish 
between objects and individuals, identify patterns, inter-
act more naturally or even anticipate possible future 
states of the environment. One such technique is Deep 
Learning, a class of machine learning algorithms that has 
been extremely effective in the realm of Computer Vision 
[72]. Convolutional Neural Networks, a variant of deep 
learning, can aid digital citizens in identifying and cate-
gorizing the wide range of visual stimuli typically present 
in a cityscape [71].

Semantic segmentation, an advanced computer vision 
technique, may be used to enable AI agents to under-
stand the varying components of their surroundings bet-
ter, by classifying different parts of images into distinct 
categories [77]. This can make for more sophisticated 
navigation and interaction within the digital city, setting 
the stage for more realistic scenarios.

Implementing concepts from Visual Scene Understand-
ing, an area of research studying how observer character-
istics, such as familiarity, guide anticipation and action 
planning [60], could also grant our AI agents the ability 
to make complex decisions based on the visual informa-
tion they process.

While integrating computer vision into digital citizens, 
it is essential to bear in mind the potential pitfalls, such 
as the generalizability of training to different settings 
[113] and the problem of ’adversarial examples’ where 
small input modifications can make AI outputs incor-
rect [110]. But despite these challenges, the blend of AI’s 
perceivable ability with behavioral autonomy afforded by 
psychology, game and social theories, could significantly 
enhance the richness, realism, and utility of the simula-
tion, pushing the boundaries of AI development.

Cognition – game theory
The richness of the digital environment within our sim-
ulation approach allows one to manipulate numerous 
variables, thereby observing the corresponding influence 
over the AI agent’s behavior. The interactions and deci-
sion-making capacity of our digital citizens arise as focal 
points of this study [115]. Turing suggests that we can 
attribute intelligence to an entity by observing its ability 
to make "reasoned" decisions under changing circum-
stances and its capacity to interact convincingly.

One of the unique traits exhibited by our digital citi-
zens is their capacity to engage in interactions. These 
interactions could arise between multiple AI agents 
(multi-agent interaction) or between AI agents and 
human users [124]. Wilks explains that interactions with 
multiple agents can lead us to comprehend how complex 
social dynamics play out. In the context of our AI-driven 
virtual city, these interactions provide the primary source 
of data, providing insights into the behavior of AI agents 
in various scenarios [97].

Interactions in a virtual environment can vary in 
numerous ways, from simple exchanges – such as greet-
ings – to more complicated ones involving conflict 
resolution and cooperative tasks [64]. Jennings et  al. 
emphasize the need for a well-defined protocol guiding 
such interactions, critical in ensuring the scalability and 
success of multi-agent systems.
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As for decision-making, they are crucial in an auton-
omous agent’s capacity to take independent actions. 
These decisions could range from simple binary choices 
to complex resolutions involving trade-offs between 
conflicting interests or values [109]. Sutton and Barto 
highlight the role of reinforcement learning in shap-
ing an agent’s decision-making process—allowing it to 
’learn’ from its past actions and outcomes.

The application of game theory stands out as a sig-
nificant tool that provides valuable perspectives for 
understanding and ultimately influencing the behavior 
of LLMs. Game theory, originally derived from eco-
nomic and mathematical contexts, is a well-established 
theoretical framework that describes and analyzes deci-
sion-making scenarios where the outcomes for each 
participant depend upon the actions of all [52]. In the 
AI landscape, game theory’s main draw is its power to 
model strategic interactions between multiple agents 
[102]. In an AI ecosystem constituting multiple self-
learning agents, each AI’s decision is inherently inter-
dependent, affected by the decisions of others in the 
same ecosystem. This presents an inherent multi-agent 
coordination problem. Game-theoretic strategies can 
provide solutions to this problem by providing a mathe-
matical formalization and an analytic platform for these 
dynamics, thereby fostering cooperative behaviors [24]. 
For example, in networked AIs, game-theoretic tac-
tics like the Nash Equilibrium can help align the AIs 
towards common objectives, by attaining a stable state 
wherein no AI can gain by unilaterally deviating from 
its chosen strategy [30].

Game theory contributes to the field of machine ethics, 
providing a structured methodology for AI to make ethi-
cal decisions when pitted against dilemmas. The incor-
poration of game theory in the design focuses on actual 
decision-making processes rather than imbuing AIs with 
abstract, universal principles. By assigning utilities to 
each possible outcome, ethical AIs can navigate through 
complex decision trails, evaluating and selecting the most 
ethical course of action [48].

The interactions and decisions of our digital citizens 
within this digital space create a rich source of data for 
multiple applications, from refining future iterations of 
these AI models to informing policy decisions in digi-
tal technology use [4]. Amodei et  al. reiterate the sig-
nificance of the decision-making models, especially in 
unpredicted scenarios, to enhance our AI agent’s ability 
to align with human values.

It is essential to observe that these simulated interac-
tions and decision-making scenarios remain subject to 
ongoing refinement and calibration, ensuring they accu-
rately reflect potential real-world situations [4]. Amo-
dei et  al. highlight the need for adopting an iterative 

approach in refining and perfecting the simulations. This 
perspective resonates with the developing nature of AI.

Interactions and decision-making within our digi-
tal city offer a detailed, real-time understanding of how 
autonomous agents respond to a variety of scenarios. The 
evolution of strategies and choices reflects the trends and 
challenges that might be encountered, thereby advancing 
our ability to guide AI development towards safety and 
alignment.

Discussion
Valuable insights and practical applications
The application of an innovative simulation-based 
approach to study LLMs in a digital city provides criti-
cal insights that hold valuable implications for AI and 
its expansive usage. Such an approach can contribute to 
the development and refinement of AI by providing the 
opportunity to observe and correct anomalies or unde-
sired behaviors in a controlled, reusable, and adaptable 
environment [103].

According to the above literature, the project of an 
autonomous digital city for AI testing may consist of 
multiple modules, such as infrastructure (simulation 
engines) and citizens (personality, perception, and cog-
nition). The infrastructure module provides a controlled 
environment where AI behaviors can be analyzed and 
tested in numerous scenarios. A simulation engine uti-
lizes advanced algorithms and computational models to 
create, interact with, and evolve entities within a realis-
tic virtual environment. The Citizens (AI Agents) module 
simulates city inhabitants, exhibiting complex behaviors 
and a high degree of autonomy. The Computer Vision 
and Perception module grants AI agents the ability to 
perceive and interpret their environment, improving 
realistic scenarios. The Cognition and Decision-making 
module emphasizes the autonomous decision-making 
capabilities of AI agents, allowing them to interact and 
adapt to their environment.

By deploying LLMs in a virtual reality environment, we 
emulate life via an imagined space equipped with digital 
citizens. Here, potential interactions and scenarios are 
virtually limitless, encompassing casual daily interac-
tions, complex social situations, and even unexpected, 
novel circumstances [26]. This immersive, controlled 
environment allows for simulations that hold significant 
anthropological, sociological, and psychological value in 
addition to their technological implications [26].

The generated knowledge extends beyond the infor-
mational dimension of AI performance and alignment. 
These insights can be applied to forecast, understand, 
and even shape the potential effects of AI implementa-
tion in different societal sectors [84]. The potential effects 
of AI integration into areas such as healthcare, education, 
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governance, and commerce can be tested, adjusted, 
refined, and optimized within the digital city environ-
ment before actual implementation [84].

The diverse data generated within the digital city pro-
vides valuable ground for addressing both overt and sub-
tle biases that may become embedded within AI systems 
[25]. The analysis of AI agent interactions can aid in iden-
tifying and correcting these biases to ensure AI deploy-
ments remain equitable, efficient, and reflective of the 
diverse values of humanity at large [25].

The specific domains where AI can bring transforma-
tive change – such as autonomous vehicles, robotics, 
customer service, and language translation – can also 
benefit from the data and knowledge generated from 
our approach. The observed patterns and anomalies in 
the digital city can inform us about potential obstacles, 
improvements, misalignments, and benefits that AI 
might face in these specific domains [47].

The digital city as a research environment also serves 
as a crucible for AI’s ethical and moral considerations. 
As the digital citizens interact, make decisions, and 
evolve, researchers can gain rich insights into the ethi-
cal boundaries and value alignment challenges associated 
with AI [21]. The novel application of a simulation-based 
approach within a digital city offers a vital pathway for 
the sustainable and beneficial development of AI.

The key point would be the autonomy of different 
agents within the digital city. That means agents would 
be able to move through the city as they wish, engage in 
activities of their own choosing, and interact with other 
agents with whom they share common goals or interests. 
Conversation between agents would be just one possi-
ble activity. The goal would be to increase the complex-
ity of the autonomous city, thus making it more realistic 
as it evolves into a playground for AIs. Having multiple 
AI agents participate in the digital city through their 
agents could be useful to establish testing and correction 
mechanisms. While more AIs would interact, trustwor-
thy ones could serve as teachers and controllers of those 
that need to be tested and further aligned to human uses, 
needs, and values. An illustration of this could be seen in 
Fig. 4. By fostering a deeper understanding of AI dynam-
ics in a variety of scenarios, society can better seize the 
opportunities and manage the risks associated with AI 
innovations.

Refinement and alignment of AI Models
Fine-tuning and aligning AI models to match human val-
ues is one of the most pressing needs of the high-tech 
world today [21]. This is particularly important when 
reshaping AI, which could potentially replicate or even 
surpass human-like reasoning and cognition, including 
ethical and moral decision-making [21].

The innovative simulation-based approach facilitates 
the observation and correction of anomalies and mis-
alignments of AI models. Observations from their inter-
actions within the digital city can guide AI developers to 
identify areas of improvement, thereby achieving a higher 
degree of alignment with human values [97].

One important factor in AI alignment is understanding 
how the models generatively encode knowledge and con-
cepts from the data they are trained on [94]. Simulation-
based testing can offer insight into whether the AI model 
cognitively ’understands’ what it has learnt, allowing us 
to understand its decision-making processes better [94].

Decision making in AI is guided by reinforcement 
learning, which is naturally built into our simulation 
approach [109]. While reinforcement learning remains 
a powerful tool, it is necessary to carefully manage this 
learning process to avoid reinforcing undesired values or 
behaviors inadvertently [4]. As Amodei et  al. observed, 
any approach intending to align AI with human values 
must consider the complexities of human value systems 
and the potential for unintended consequences.

In our simulation approach, the behavior of digital 
citizens within the digital city provides a rich data set 
for analysis. This data can be utilized to train AI mod-
els to act in ways that adhere to acceptable norms and 
societal values [34]. The unique, scenario-based insights 

Fig. 4  In the dynamic digital city, numerous autonomous agents, 
represented as distinctive yellow and red icons, serve as simulations 
of AI. This digital city is constructed with diverse structural 
elements such as buildings, parks, roadways, and transportation 
vehicles, reflecting the diverse facets of a real metropolis. The 
autonomous agents move around and interact within this 
landscape, demonstrating active engagement and reflecting 
the breadth of potential AI actions and interactions. These agent 
movements and interactions are indicative of continuous learning, 
decision-making, and evolution, which are inherent aspects of AI. This 
complex, multi-agent system within a digital city serves as a critical 
testing and alignment ground for AI development, capturing 
the numerous opportunities and complexities seen in AI testing 
and alignment
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generated within the simulations can further inform the 
development of robust safety measures and the align-
ment of AI goals with broadly accepted human values 
[34].

The wealth of behavioral data and interaction analy-
sis gathered through the simulation approach allows for 
unprecedented refinement of AI decision-making, lead-
ing to safer, controlled, and value-aligned AI systems. 
These insights can aid AI researchers and policymakers 
in mitigating the risks and maximizing the benefits of 
AI integration into society. Also, some of the theories 
discussed in this study could be used to address specific 
aspects of alignment, as indicated in Table 1.

Repercussions for the simulation argument
The successful production of an artificial world contain-
ing independent, intelligent, and interacting digital enti-
ties naturally evokes contemplation on the simulation 
argument. This hypothesis, originally proposed by phi-
losopher Nick Bostrom, suggests that advanced civiliza-
tions could possess the technology to produce realistic, 
convincing simulations of past eras peopled by conscious 
digital entities [20]. The development of a sophisticated 
simulated environment could bear significant implica-
tions for such a hypothesis and pose intriguing philo-
sophical questions.

The creation of a rich simulated city resided by autono-
mous digital citizens provides a tangible example of the 
feasibility of developing such a system, supporting the 
theoretical possibilities postulated by the simulation 
argument. Although our technology is primitive com-
pared to the advanced civilizations in Bostrom’s hypoth-
esis, our progress underscores the potential reality that 
future technological advancements might enable the 
realization of full-scale, hyper-realistic simulations [99].

In this context, the possibility that we might unknow-
ingly be part of such a simulation ourselves becomes a 
more conceivable prospect. Our ability to create simu-
lated environments that imbue digital citizens with 

some form of perceived consciousness could mirror an 
advanced civilization’s ability to do the same on a magni-
tudinally larger scale. As such, there arises the existential 
question of whether our reality is, indeed, ’real’ or merely 
a highly sophisticated simulation [31].

Validating or debunking the simulation hypothesis 
remains a vexing challenge. Current scientific method-
ologies fail to offer any verifiable means to do so. In fact, 
one argument suggests that if we are living in a perfect 
simulation, we may never be able to discern our reality’s 
true nature [20].

Expanding our understanding and capability of creat-
ing simulated realities should be accompanied by ethical 
considerations, philosophical reflections, and a commit-
ment to uncovering verifiable truths about our world, 
simulated or otherwise. Ongoing technological advance-
ments reinforce the plausibility of the simulation hypoth-
esis, impelling continuous exploration of our existence’s 
nature and purpose in increasingly uncertain landscapes.

Conclusion
The accelerated growth of Generative AI, and notably, 
LLMs, necessitates innovative approaches to ensure 
security and alignment of these models with human 
values. An effective way to achieve this is through the 
development and implementation of simulation-based 
methodologies. Through the application of various social 
sciences and robotics theories, considerations of compu-
tational social dynamics, human behaviors, ethics, and 
perception can be thoroughly examined, thereby pro-
viding crucial insights into AI behavior in the context of 
diverse societal scenarios.

To answer the research question posed in this inquiry 
(RQ1), the application of theories and approaches 
derived from multiple disciplines to create a comprehen-
sive, multi-faceted simulation-based testing approach for 
AI encompasses several areas:

From Sociology, Social Simulation Theory and Situ-
ated Action Theory can aid in creating AI simulations 

Table 1  Ethical considerations and theories informing autonomous AI testing and alignment

Ethical Considerations in Autonomous AI Corresponding Theoretical Framework

Ethical Alignment Social Simulation Theory

Controllability Theory of Reasoned Action

Predictability Situated Action Theory

Unpredictability in real-world dynamics Complex Systems Theory

Autonomy in decision-making Swarm Intelligence

Multi-layered AI behaviours Multi-Agent System Theory

Autonomy and Interaction abilities in AI Perception and Cognition in AI

Security and Safety in AI Game Theory
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reflecting human social behaviors and conditions 
under which actions occur. Theory of Reasoned Action 
derived from Social Psychology could be used to sim-
ulate human decision-making processes within AI, 
reflecting how individuals process information and 
make decisions. From Physics, Complex Systems the-
ory can be used as a backdrop for creating AI testing 
simulations that bear the components of complexity, 
dynamism, and interconnectivity. Swarm Intelligence 
rooted in Computer Science and Biology, could be 
used to replicate collective behavior of decentralized, 
self-organized systems within AI. Multi-agent System 
Theory from Computer Science could be essential in 
building AI simulations where multiple agents interact 
with each other, mimicking real-world multi-actor sce-
narios. Utilizing Big 5 Personality theory from Psychol-
ogy could assist in creating AI that simulates human 
personality characteristics, enhancing its level of real-
ism and relatability. Computer Vision, a branch from 
Computer Science, could form the basis for visual pro-
cessing and recognition capabilities of AI. Game The-
ory from Economics can construct simulations where 
AI tests strategic interactions between rational deci-
sion-makers. Lastly, Simulation Engines, another facet 
of Computer Science, are fundamental in creating the 
simulations upon which AI operates. All noted theo-
ries and approaches are listed in Table 2 with adequate 
references.

These multidisciplinary theories and approaches can 
collectively construct a robust, versatile simulation-based 
testing environment for AI, augmenting its adaptability 
and authenticity in various contexts.

The creation of a controlled and reproducible envi-
ronment, through the design of a digital city populated 
with digital citizens, allows researchers to observe and 
evaluate their behavior under various conditions. Social 
simulation and theory of reasoned action provide the 

foundation of our approach, framing the study of digital 
citizen behavior within the context of social relations.

In an effort to effectively manage the often complex 
and unpredictable behaviors of AI technologies, the 
application of various theories and approaches is crucial. 
The former aids our understanding of the interactions 
and dynamics between AI agents, while the latter allows 
AI to adapt its behavior in reaction to changes in its envi-
ronment. Both theories contribute significantly to the 
alignment of AI decision-making with desired outcomes, 
despite the challenges that may arise in the process.

Our innovative approach also emphasizes the develop-
ment of automated simulations, allowing the behavior of 
LLMs to be studied exhaustively within the digital city. 
The use of autonomous digital citizens and the explora-
tion of their interactions and decision-making on a large 
scale provide a robust framework for understanding 
autonomous behavior. Not only do these insights inform 
the refinement of AI, but they also hold significant poten-
tial for broader applications across various sectors of 
society.

Equally critical in this process is the refinement and 
alignment of AI models to propagate secure, controlled, 
and value-aligned AI systems. The digital city simula-
tion offers an environment where AI can evolve and be 
increasingly value-aligned with each iteration. However, 
the complexities inherent in translating the theories into 
practical AI programming and replicating real-world 
effects within an artificially confined environment 
present new challenges—challenges to be addressed 
with iterative refinement and disciplined learning and 
development.

This study demonstrates the potential of a simulation-
based approach in testing and aligning AI with human 
values. Nevertheless, it also reveals the complexities 
and challenges intrinsic to this process, emphasizing the 
importance of ongoing refinements in theory, design, and 

Table 2  Theories and approaches identified as the most adequate for simulation-based AI testing and alignment framework

Aspect Approach Field References

Interactions Social Simulation Theory Sociology [35, 44, 79]

Situated Action Theory Sociology [69, 107, 118]|

Theory of Reasoned Action Social Psychology [50, 100]|

Complex Systems Physics [7, 12, 13, 83]

Swarm Intelligence Computer science and biology [19, 66, 68]

Multi-agent system theory Computer science [76, 96, 125]

Agents Big 5 personality Psychology [39, 55, 127]%

Perception Computer Vision Computer science [71, 72, 111]

Cognition Game Theory Economy [52, 102]%

Infrastructure Simulation Engines Computer science [46, 54, 116]
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application. As we delve into the era of AI and beyond, 
the steps we take must be exploratory in nature, continu-
ally acknowledging the dynamism of the terrain ahead. 
Through such constant engagement and innovation, we 
can aspire to design AI technologies that are not only 
effective and secure, but also respect and uphold the 
values of the human society in which they operate. The 
insights offered in this research illuminate a potential 
path – though perhaps initially challenging, it holds the 
promise of a secure and value-aligned future for AI.

Similarities with CERN
The theoretical framework presented in this paper to cre-
ate a simulation of a digital city for AI testing and align-
ment shares similarities with CERN [29], the European 
Organization for Nuclear Research, in terms of its large-
scale, multidisciplinary nature. Like CERN, it’s a sig-
nificant scientific effort that requires collaboration from 
various fields. However, there are also notable differences. 
While CERN is focused on advancing our understanding 
of the fundamental laws of nature through experiments 
in high-energy particle physics, the digital city simula-
tion aims to advance AI by providing a controlled envi-
ronment where AI agents can interact, learn, and evolve. 
The purpose of this simulation is to provide insights into 
the behavior and decision-making processes of AI agents, 
thereby helping to refine and align AI technologies.

CERN relies on physical infrastructure and real-
world experiments, whereas the digital city simulation 
is entirely virtual, relying on AI models, algorithms, and 
computational resources. Although both CERN and the 
digital city simulation involve complex, dynamic systems, 
the nature of these systems differs. CERN investigates 
the behavior of subatomic particles, while the digital city 
simulation investigates the behavior of AI agents within 
a complex, simulated societal environment. Both CERN 
and the digital city simulation represent grand scientific 
efforts aiming to improve our understanding of com-
plex systems, whether they are natural or artificially 
designed. They utilize state-of-the-art technology and 
draw on a broad range of scientific disciplines, showcas-
ing the power and value of interdisciplinary collaboration 
in scientific research. They both represent ambitious, 
forward-looking projects that have the potential to make 
significant contributions to their respective fields of 
study.

Limitations of the study
Despite the innovative approach adopted in this study, 
its limitations must be acknowledged. Firstly, the util-
ity of a simulation-based approach relies heavily on the 
accuracy and complexity of the simulation or the mod-
eled digital city itself. There is an inherent challenge in 

replicating the multifaceted features and unpredictabil-
ity of the real world within a virtual framework. While 
efforts have been made to ensure a broad range of sce-
narios and interactions within this study’s digital city, the 
certainty of covering all potential variables and eventuali-
ties remains elusive.

The adoption of social science, robotics, and artificial 
intelligence theories into the LLMs test framework is a 
task riddled with complexities. This integration is a novel 
approach, and it brings forth the challenge of developing 
AI models in a way that accurately reflects these theories’ 
concepts. The translation of abstract theoretical concepts 
into practical AI programming can be riddled with dif-
ficulties, which only increase with the complexity and 
unpredictability of real-world factors.

Like all AI models, digital citizens introduced in this 
study also run the risk of incorporating and even amplify-
ing biases present in their training environments or data. 
While steps are taken to identify and correct these biases, 
the task’s difficulty and the potential impact of these 
biases should not be underestimated.

Determination of successful AI alignment is a complex 
feat. It hinges on defining what constitutes "desirable" 
behavior and ensuring that the AI models exhibit such 
behavior consistently in a range of scenarios. Currently, 
our understanding and definition of successful AI align-
ment is constrained by known human values and societal 
norms, introducing a probable limitation of oversight or 
omission of novel or altered values and norms that can 
form in future societies.

Future research
Future research can build upon the findings of this study 
in several ways. Advancements in virtual and augmented 
reality technologies could substantially enhance the 
digital city’s realism in this study, thereby improving the 
accuracy and relevance of the simulations.

Exploratory endeavors can focus on refining the pro-
cess of integrating these varied theories into AI pro-
gramming. New techniques or algorithms might be 
developed to facilitate this integration, based on learn-
ings gained from the successes and challenges of the cur-
rent approach.

Systematic efforts could be carried out to identify, 
understand, and correct biases in AI models with the 
help of insights gained from the digital city simulations. 
These techniques could then be incorporated into an 
automated bias-detection and correction framework for 
AI development.

There is a pressing need for a comprehensive, univer-
sally accepted definition and understanding of successful 
AI alignment, which respects the diversity and dynamism 
of human values across cultures and time. Future research 
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should also focus on developing continuous monitoring 
and recalibration tools for AI models, ensuring their behav-
ior remains aligned with these values over time, despite the 
changes and refinements in societal norms and regulations.

This research provides a fertile ground for advancements 
in the field of AI development and testing. Its pioneering 
blend of theories and simulation-based approach offers 
opportunities for further research and exploration towards 
the goal of secure, controlled, and value-aligned AI.
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