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and more qualitative methods are being used in the anal-
ysis of possible, probable, or desirable futures as well. 
Especially the availability of more and more data about 
past events e.g., in the form of texts and articles, could 
be more strongly integrated into the methodological 
approach in futures research. An interesting way to ana-
lyze the future through this type of data is text mining or 
individual methods out of the spectrum of text mining, 
such as topic modeling. An important assumption here is 
that text data at a high-quality level can objectively repre-
sent the past.

There are some papers in which certain future-relevant 
aspects are investigated with the help of text mining, but 
usually it is about the method of keyword extraction and 
not about more complex possibilities of text mining [e.g. 

Introduction
Futures research makes a strong promise by saying, that 
it can provide orientational knowledge for society, policy 
makers, and business. This promise is not easy to keep, 
and futures research has repeatedly developed new 
methodological approaches to meet this promise. Often, 
quantitative methods by means of statistical procedures 
are used for the analysis of the future but recently, more 
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1–5]. Nevertheless, there are already some papers, which 
also apply topic modeling [e.g. 6–8].

Text mining is often applied to technological topics as 
the method has an affinity to more quantitative scientific 
work. But Topic Modeling itself is rather a combination 
of quantitative and qualitative methodology and is based 
on the full spectrum of social science methodology. 
Therefore, the method is an interesting way for futures 
research to analyze futures while using a “trend mining” 
method more frequently.

Method and scientific approach
Gathering data
The bibliometric analysis of publications and citations 
is based on university affiliations in the Web of Science 
(WoS). The “Science Citation Index” (SCI), which was 
first introduced by Eugene Garfield [9] and from which 
WoS was subsequently developed, is the most widely-
used multidisciplinary publication and citations database 
in the academic community. The basic idea of Garfield 
was to select the journals covered in the database accord-
ing to their significance for the respective field area: the 
most relevant journals from each scientific field were to 
be covered (core journals). This selection procedure of 
WoS, which is largely based on the Journal Impact Factor 
(JIF) [10], led to the creation of a database which can be 
used for bibliometric analyses of a variety of natural sci-
ences disciplines.

For this paper on urban mobility, a topic search was 
performed using the Advanced Search of the Web of Sci-
ence, which contains the terms.

“mobility” or “transportation“
In order to narrow down to urban mobility, a connection 
was made with.

“city” OR “cities” OR “town*” OR “urban” OR “rural”
A specific search was made for publications with a refer-
ence to the future, so that the following terms were also 
included in the search query:

“future*” OR “trend*” OR “scenario*” OR “transition*” 
OR “transformation*”
In order to obtain a dataset that contains publications on 
urban mobility, the search was limited to disciplines of 
the Web of Science Subject Categories that are related to 
urban mobility:

“TRANSPORTATION” OR “TRANSPORTA-
TION SCIENCE TECHNOLOGY” OR “URBAN 

STUDIES” OR “REGIONAL URBAN PLANNING” OR 
“DEMOGRAPHY”.

Overall, the search was carried out very openly in 
order to avoid losing publications as far as possible; the 
time period covers the years 1991–2021, i.e. 30 years. A 
long period was deliberately chosen in order to reflect 
the trend development as comprehensively as possible. 
For the further analysis, a data set was generated which, 
in addition to the titles and keywords, also contained the 
abstracts of the relevant publications (about 4400).
The overall search strategy chosen for Web of Science 
was.

(TS=(“mobility” OR “transportation” AND (“city” 
OR “cities” OR “town*” OR “urban” OR “rural”)) 
AND TS=(“future*” OR “trend*” OR “scenario*” 
OR “transition*” OR “transformation*”)) AND 
(TASCA==(“TRANSPORTATION” OR “TRANSPOR-
TATION SCIENCE TECHNOLOGY” OR “URBAN 
STUDIES” OR “REGIONAL URBAN PLANNING” OR 
“DEMOGRAPHY”).

Stopwords
Using the final search strategy, a download with the cor-
responding publications was generated from the Web of 
Science, containing abstracts and keywords to the publi-
cations in addition to the bibliographic information (e.g., 
title, journal name, etc.). However, in order to generate 
quantitative evaluations from this, further preparation is 
required: The word frequency of individual terms cannot 
simply be determined from the text corpus, because this 
would mean that the words with the highest frequency 
and at the same time the lowest significance would be 
ranked highly. To prevent this, it is necessary to have a 
list of terms that are defined in advance as not carrying 
meaning and thus are not used further in the analysis. 
Such a list is called a “stopword list” and it contains, for 
example, all kinds of numbers and years, number words, 
calendar months, special characters, and publisher 
information from the abstracts. However, this list also 
contains terms that do not make sense in a quantitative 
analysis if they are taken out of context, e.g., words like 
“new”, “although” or “search” (See Table 1).

Topic modeling
Orange: data mining
This study uses a topic modeling approach to discover 
abstract topics in a corpus based on clusters of words 

Table 1 Examples out of the stopword list
Study Survey Paper Research Approach Significant Results Evidence
conclusion implications findings analysis sample factors scopus citation
IEEE elsevier sage springer wiley methods design within
related however google scholar review studies used although
certainty search terms model found using also may
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found in each document and their respective frequency. 
This analysis was performed using “Orange Data Mining”. 
Orange is a machine learning and data mining suite for 
data analysis using Python scripting and visual program-
ming [11]. Orange is used because it’s a graphically pro-
grammable tool and coding experience is not necessary. 
This circumstance makes it possible that many people 
can replicate this method even if they have no program-
ming experience (See Fig. 1).

There are different algorithms for topic modeling: e.g., 
the Latent Dirichlet Allocation (LDA), Latent Seman-
tic Indexing (LSI) and Hierarchical Dirichlet Process 
(HDP). This study uses the Latent Dirichlet Allocation, 
which was first described by David Blei, Andrew Ng and 
Michael Jordan in 2003. LDA is a probabilistic model 
that is mainly used in the field of natural language pro-
cessing. It helps to quickly determine the topic of a long 
text. LDA makes predictions about topics in texts based 
on the frequency of words that occur together. For exam-
ple, a text about urban public mobility often contains the 
words “transit”, “public”, “rail”, “service”, “systems”. Techni-
cally, LDA is a three-level hierarchical Bayesian model in 
which each element of a collection is modeled as a finite 
mixture over an underlying set of topics. Each topic is in 
turn modeled as an infinite mixture over an underlying 
set of topic probabilities. In the context of text modeling, 
topic probabilities are an explicit representation of a doc-
ument. The topics are generated as a word lists, which are 
then each named by the authors in an interpretative and 
qualitative process [12–14]. Put simply, LDA attempts to 
find the most likely topics that can be generated in the 
given set of documents. This is done by iteratively map-
ping words to topics and adjusting the topic-word dis-
tribution until the best fit is found. These topic-word 
distributions are then labeled for further analysis.

The starting point for the analysis was a corpus of 4,415 
scientific publications from the years 1991 to 2021. Based 
on scientific abstracts, topic trends were analyzed over 
time, and thus a general overview of the thematic struc-
ture of the corpus was generated. In relation to the evalu-
ation over time, each topic trend was analyzed in relation 

to the time period of the publications used. Some topics 
already appeared in publications before 2000, while many 
other topics were only increasingly discussed in scientific 
discourse after 2000. This results in a LDA model, which 
includes 500 topics. In a first step of analysis, a linear 
regression was performed for each topic, examining the 
linear trend of the probability of occurrence over time 
of the topic in the documents. On this basis, 211 topics 
with a positive and 266 topics with a negative linear trend 
could be identified. 23 topics had no linear trend at all. In 
addition, the 84 topics with the strongest positive trend 
were analyzed and named. These can be seen as possible 
trend-setting topics for the future development of topic-
specific research.

Models
The most interesting 9 models with a positive trend 
related to the period from 1991 to 2021 were selected and 
interpreted in a qualitative discussion. They are not the 
topics that had the strongest trend, but topics that had 
the highest thematic plausibility and therefore could be 
interpreted adequately (See Table 2).

Topics 98, 233 and 40 are focused on the development 
of e-mobility and it is no surprise that these topics are 
among those with the highest positive trends. Topic 98 
is the further development of autonomous shared mobil-
ity, while topic 233 deals with even more flexible mobility 
and topic 40 describes the aspect of intelligent - AI-con-
trolled - mobility. The topics 194, 464 and 249 are cen-
tered around the infrastructure regarding mobility. Topic 
194 addresses the possibility of using e-mobiles as elec-
tricity storage while stationary, topic 464 addresses the 
infrastructure needed for shared mobility, and topic 249 
addresses the connection between housing and mobility. 
These three themes are also to be expected in the ana-
lyzed corpus. Rather surprising are topics 306 and 364, 
which deal with the functionality of public transport and 
the further development of rail mobility as opposed to 
individual mobility by car. Finally, topic 215 is about envi-
ronmental protection regarding mobility, which is also 
quite unexpectedly ranking high.

Fig. 1 Orange workflow for topic modeling
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Example figure of a topic
Figure  2 uses the example of topic 98 “autonomous 
shared mobility” to show how the individual publications 
and the corresponding probability of reference to the 
topic in the individual documents are distributed over 

time. From the entire corpus, 363 documents contained 
a reference to this topic with a topic probability ranging 
from 0.01 to 0.54. This means that these documents are 
more likely to contain words that belong to this topic 
than the rest of the corpus.

Table 2 Trend-setting topics
Topic Nr. Topic Word list
98 Autonomous shared mobility Vehicles, autonomous, vehicle, automated, avs, av, shared, mobility, driving, technology
233 Flexible mobility Sharing, shared, way, systems, users, services, floating, reservation, utilization, bike
194 e-mobility as an electricity storage system Electric, vehicles, vehicle, battery, evs, conventional, electricity, energy, potential, 

charging
40 Intelligent autonomous driving Based, trajectory, position, learning, positions, proposed, mobility, machine, trajectories, 

algorithm
464 Infrastructure deployment Infrastructure, charging, stations, station, fast, public, vehicles, description, adequate, 

electric
249 Housing and mobility Home, smart, concept, products, preserving, digital, engaged, drawn, natives, removing
306 Importance of public transport Transit, public, rail, service, systems, oriented, low, area, station, influence
364 Further development of train mobility Line, los, hsr, rail, upgrade, ratios, bands, evaluation, reflection, sight
215 Environmental protection regarding mobility Epa, cycles, reasonable, deprivation, negotiating, control, introduced, area, agency, 

hood

Fig. 2 Trend-setting topic: 98 autonomous shared mobility
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Results and discussion
Interpretation and description (model perspective)
Based on the 9 described models, a few interpretations 
can be derived. First, the models with the highest positive 
trends are at the same time very technology-centered, 
which is not uncommon in connection with innovation 
management as a very popular business-related special-
ization of futures research. For futures research, however, 
it is equally interesting to see to what extent trends have 
an impact on the political, social, or societal level, e.g., 
how the mobility of the future could change life in cities. 
Since technological developments are very dominant in 
the scientific literature, it is difficult to consider aspects 
that are not related to technology. This can be seen as 
a fundamental bias regarding text mining in futures 
research and makes it difficult to consider the social 
aspects of technology-dominated trends.

On the other hand, it is very interesting that topics can 
be derived from the models that take a broader perspec-
tive related to mobility. Thus, the topic of infrastructure, 
or charging infrastructure, is an important topic in the 
corpus. The infrastructure for e-mobility is an important 
driver of acceptance among the population and is neces-
sary for a successful mobility transition. Furthermore, it 
is positive that the topic of mobility and housing has such 
a high priority in the studied literature, as e-mobility 
must adapt to current housing situations. Nevertheless, 
it is also important that current housing concepts adapt 
to the new mobility options to create sustainable climate-
friendly mobility. It is a very positive sign that these top-
ics also feature strongly in the literature, and this shows 
that future topics can be considered more broadly 
through the method of text mining.

Also interesting and important is the fact that local and 
long-distance public transport takes up quite a large part 
of the 9 urban mobility models. Public rail transport will 
continue to be a very important component of mobility in 
the city in the future and must adapt equally to the new 
requirements. Here, it can be seen that the method used 
allows topics to be examined from different angles. The 
topic of environmental protection in relation to mobil-
ity in the city also shows the direction that the discussion 
has taken in the scientific context. From this, too, it can 
be deduced that future topics can be found with the help 
of text mining.

Discussion (meta perspective)
The search strategy, as described in Chap.  2.1, is cre-
ated as part of a process: each piece of this search strat-
egy is first developed and tested individually before it is 
combined with the other parts. This makes it possible to 
assess whether the hits newly acquired through a search 
step fit the topic under investigation. In this way, a search 

strategy is created piece by piece, which in the end is also 
known to optimally represent the searched topic.

The stopword list has already been described in more 
detail in Chap. 2.2. Its function is to further narrow down 
the field of investigation with the help of meaning-bear-
ing words. This is a subjective step because everyone 
sometimes sees other words as meaning bearing. Nev-
ertheless, this is exactly what this method is also about 
because most of the words are probably indisputable. In 
the end, the stopword list works like a filter that further 
narrows down the field of investigation.

Today, assumptions about probable future develop-
ments (at least as far as they make use of quantifiable 
scientific methods and are not pure speculation) are gen-
erally based on data from the past, as collected in many 
kinds of statistics. The temporal development of such 
influencing factors is called a trend [15, 16].

Accordingly, a trend is a basic tendency that charac-
terizes the direction in which a development is going in 
chart analysis, John Murphy for example, describes the 
direction of peaks and valleys in the graphical represen-
tation of data (e.g., stock market prices) as a trend [17, 
18].

Trend developments often run with strong fluctuations 
and are often not linear. Every trend comes up against 
limits at which a maximum or minimum value can 
quickly be reached [15, 16].

Bibliometrics can be even further extended using data 
sources to provide support in recognizing trends (Ball 
& Tunger, 2006). The following example shows how the 
development of scientific topics can be analyzed with 
the aid of bibliometrics to provide information on future 
developments.

Is a trend just a chain of events consisting of coinci-
dences, are they strategies or coincidences? Or can pat-
terns be perceived? Trend research was introduced into 
classical economic theory by Igor Ansoff in 1975 and has 
become known as “weak signal research” [19]. This con-
cept provides a fairly accurate description of what a trend 
is: a weak signal that must be identified in a large amount 
of data.

Three aspects will be taken into consideration when 
looking on trends in science [according to 20]:

a. The past is characterized by the development of the 
articles on the topic in question which can be found 
on the Web of Science literature databases. The 
development should be outlined over a sufficiently 
long period to draw the correct conclusions.

b. The present is represented by the citation behavior of 
the community in question. The response generated 
can be read off from the development of the citation 
curve over time.
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c. The future can be derived from the convergence of 
the regions of the past (a) and present (b).

Although the methodology used in this publication is 
slightly different, a common method of futures research 
is to examine data from the past to generate statements 
about the future. Data from the Web of Science is thus a 
very valuable source for trends in science.

There are several aspects that speak for the method of 
text mining and its more frequent application in futures 
research. Basically, text mining as a semiquantitative 
method (e.g., topic modeling) is interesting for otherwise 
very qualitative futures research. For example, the con-
sideration of large data sets leads to the inclusion of sur-
prising aspects in the further process. Furthermore, the 
scalability of the method brings a high flexibility: Very 
focused, but also very broad text corpora can be consid-
ered, which leads to different trend observations.

The method also helps to give unknown topics a struc-
ture. This is also very interesting for futures research, 
since, for example, environment analyses are needed for 
the concretization of scenarios, and these can be supple-
mented by text mining. Of course, looking at big the-
matically focused data can also lead to novel results and 
entirely new pictures of the future can emerge.

Finally, the use of large amounts of text data is a way 
to look at the past of a thematically focused discussion. 
This is an important aspect and requirement for looking 
into the future because trends result from developments 
in the past and present.

Conclusions and outlook
This publication addresses the question of how a com-
bination of different methods can contribute to trend 
monitoring. For this purpose, a set of scientific publica-
tions was first generated with the help of a search query 
in the Web of Science, which is the basis for all evalua-
tions and statements. With the help of a stopword list, 
words without meaningfulness were removed before fur-
ther evaluation, so that topic modeling is based solely on 
meaningful words. The most relevant topics were identi-
fied and named. As a result, we obtain a list that contains 
essential topics of urban mobility. The set of methods we 
used describes a possibility of foresight to use a combina-
tion of qualitative and quantitative methods, the results 
of which are as little subjective as possible. Of course, 
a search query contains subjective elements, as does a 
stopword list. With the help of the statistics contained 
in the topic modeling, however, this subjectivity is to be 
removed to some extent. A little subjectivity remains, as 
in every method of foresight.

The problem of biases in the study cannot be com-
pletely reduced, as the perspective of the researchers, 
the selection of stopwords, the database used, and the 

qualitative analysis cannot be free of external or personal 
influences. In the context of topic modeling, researchers 
must be aware of these external influences and biases. 
This also applies to all other social science methods.

In essence, the method considered here should be 
more fully integrated into the scientific practice of 
futures research because it can make a valuable contri-
bution to estimating future development based on past 
development: this is an important source of data pre-
cisely because the knowledge contained in many indi-
vidual publications can be regarded as the wisdom of 
the crowds, especially when it is considered cumula-
tively. And since Orange is a graphically programmable 
tool and coding experience is not necessary it is easy to 
apply for everybody. This circumstance makes it possible 
that many people in futures research can replicate this 
method even if they have no programming experience.
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